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A quasi-two-dimensional model problem is presented, which can be used as a
benchmark problem for verification of numerical methods for the solution of the
low Mach number compressible reactive flow equations. A recently developed high
order splitting method for this type of problem is presented and analyzed, and the
behavior of the numerical errors is assessed and compared to asymptotic estimates.
It is found that the behavior of splitting errors is predicted well by the asymptotic
estimates and that these errors are always smaller than the formal truncation order
of the integrating scheme. c© 1998 Academic Press
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1. INTRODUCTION

In the numerical solution of low speed compressible reacting flows involved in combus-
tion problems, the existence of high frequency acoustic waves places a severe restriction
on time steps. In order to deal with this difficulty, one can decouple acoustic waves from
the equations (when such waves are not of interest) using regular perturbation theory, and
obtain a set of approximate equations which are free of acoustic wave interactions [1–3]. In
this set of equations, the pressure appears at leading order in the energy and state equations
(“thermodynamic pressure”) and at first order in the momentum equation (“hydrodynamic
pressure”). Several approaches have been used for the integration of the conservation equa-
tions of low speed combustion and a fairly comprehensive review of earlier works is given in
[4]. Recently, two-dimensional simulations of reactive flows with both simple and detailed
chemistry and transport have been reported in [5–9], and in references therein.
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Although several numerical approaches have been employed for the simulation of low
speed compressible reacting flows, one can find very few cases where the overall con-
vergence rate, local error behavior, and/or stability properties of these approaches have
been analyzed in detail. Using one-dimensional benchmark problems to verify numerical
methods for complex two- and three-dimensional reactive flow problems cannot provide
answers to the questions above. More complex 2D benchmark problems are needed for
this purpose, and these are not readily available in the literature. Verifying the order of
accuracy and stability properties of fully explicit time integration methods [10, 11] is fairly
straightforward; however, these schemes suffer from severe time-stepping restrictions. The
restrictions become even more pronounced when solving the full set of conservation equa-
tions at very low Mach numbers. This is why many approaches employed today perform
some type of time-splitting in the solution procedure [12], where some of the terms in
the equations are treated implicitly and others explicitly (most commonly the nonlinear
convective terms), resulting in less severe time-stepping restrictions. In addition, pressure
correction or projection methods, [7–9], are used to incorporate the effects of the pressure
in low speed compressible flows; in many cases this leads to coupled iterative solution
procedures. To analyze the error behavior of these types of methods is not straightforward.
For example, second-order finite differences are very commonly used, in space and time,
for the simulation of 2- and 3D reactive flow phenomena. Unless fully explicit schemes
are used, the use of operator splitting in the solution procedure reduces the overall order
of accuracy in time to first, or at best to between first and second order. The overall result
is similar when using other higher order methods in time. It is known [13] that operator
splitting, or fractional stepping, needs to be carefully applied in order to maintain globally
the high-order accuracy of the schemes used. This issue is the main focus of the current
investigation.

Here we present and analyze a new numerical approach, originally reported in [14],
for the integration of the governing equations of low Mach number compressible flow. To
analyze this approach, we use an integrated asymptotic and numerical analysis of a quasi-
two-dimensional model problem. Here, quasi-two-dimensional denotes a two-dimensional
problem where one of the dimensions (in this casey) is of infinite extent. In this way,
periodicity can be assumed in this direction, with specified wavenumber, and a normal
mode analysis using Fourier series can be performed. In order to facilitate the presentation,
several assumptions will be made. As a first approximation, detailed transport processes
are neglected and only one-step overall reaction mechanisms are considered. In fact, for the
model problem the species conservation equations are dropped and only the energy, together
with the momentum and mass conservation equations, is used. In addition, all dynamic
transport coefficients (in particular, the dynamic viscosity and heat transport coefficient
µ, λ, respectively) and the specific heatcp are assumed to be independent of temperature;
in this way the kinematic transport coefficients, i.e.ν=µ/ρ andα= λ/ρcp (whereρ is the
fluid density) are directly proportional to the temperature. For the model problem, it is also
assumed that the leading order pressure is constant in time as well as in space, conditions
corresponding to an open system; even without this assumption,p0 does not affect normal
modes other than the zeroth one (which is not considered in the current analysis), since it
is constant in space. These assumptions can be removed and are only made because the
emphasis is in the presentation of the numerical scheme. A more general presentation of
the numerical scheme is given in [14], whereas applications of this method to problems
involving detailed transport and chemistry are given in [15, 16].
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After nondimensionalization with appropriate reference quantities and incorporating all
the above assumptions, the governing equations become

∂T

∂t
+ v · ∇T = α

Re Pr
∇2T + ẇ′ (1a)

1 = ρT (1b)

∂v
∂t
+ v · ∇v = − 1

ρ
∇ p1+ ν

Re

(
∇2v+ 1

3
∇(∇ · v)

)
(1c)

∇ · v = 1

Re Pr
∇2T + ẇ

′

T
, (1d)

wherev is the velocity field,T the temperature,p1 is the first-order pressure or hydrodynamic
pressure, anḋw′ is the reaction term to be specified below. Here Re and Pr are the Reynolds
and Prandtl numbers, respectively, and in their nondimensionalized form,α and ν are
simplyα= ν= T , since, as mentioned above, kinematic transport coefficients are directly
proportional to the temperature; in addition, since the leading order pressurep0 is constant
in space and time, it is equal to 1 in nondimensional form. Equation (1d) replaces the mass
conservation equation and has been obtained by combining the equations of energy, state,
and continuity. It can be observed from Eq. (1d) that the only sources of nonzero divergence
of the velocity field are the heat released by chemical reactions, and diffusive heat transfer
(and for closed systems only, global compression or expansion).

2. LINEARIZED MODEL PROBLEM

The model problem described in this section was constructed in order to be used in
the verification of the numerical approach outlined here and described in detail in [14].
As reported in [14], a purely 1D problem is not sufficient to assess the behavior of so-
called “splitting errors” which are introduced because of the decoupling of the pressure and
velocity calculations. Instead, a quasi 2D fixed boundary problem is developed from a 1D
analytical solution of the conservation equations in a finite domain. The one-dimensional
problem is the solution of the following system in the domainx ∈ [−1, 1]:

U0
∂T0

∂x
= α

Re Pr

∂2T0

∂x2
+ ẇ′0 (2a)

U0
∂U0

∂x
= 4ν

3Re

∂2U0

∂x2
− 1

ρ0

∂P1

∂x
(2b)

U0
∂ρ0

∂x
= −ρ0

∂U0

∂x
(2c)

ρ0T0 = 1, (2d)

whereν=α= T . The reaction term in the energy equation is specified as

ẇ′0 =
1

2δ
sech2

(
x

δ

)
+ 1

δ2 Re Pr
tanh

(
x

δ

)
sech2

(
x

δ

)
, (3)

where the parameterδ corresponds to the thickness of the temperature layer, as in Fig. 1.
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FIG. 1. Velocity U0 and temperatureT0 for model problem.

The problem is closed by specifying boundary conditions to be

U0(±1) = T0(±1) = 1

2

(
3+ tanh

(±1

δ

))
The solution of system (2a)–(2d) is simply

U0(x) = T0(x) = 1

2

(
3+ tanh

(
x

δ

))
(4)

and the flow resembles a premixed flame located atx= 0 with reactants approaching the
flame from the sidex=−1, and products exiting the domain atx=+1. The reaction
term (3) is chosen artificially to yield the flame front like solution (4). This form of the
reaction term (3) does share some qualitative structure with that expected for premixed
flames, but, due to the second term on the right side of (3), it has an artificial energy sink
for x< 0 with x∼ δ and Re Pr≤O(1).

The numerical solution of this 1D problem was performed using the numerical approach
described in [14]. For the spatial discretization four spectral elements were used in thex
direction, and the number of collocation points inside each of these elements was varied
from 5 to 15. This problem was solved as a time-dependent problem, i.e. with the time
derivatives ofT0,U0, andρ0 included in the left-hand sides of equations (2a), (2b), and
(2c), respectively; the steady state solution to this problem is given by (4). It can be seen
in Fig. 2 that theL2 error of both the solutionU0 and of the divergence of the velocity
field dU0/dx decay exponentially with respect to the number of collocation points. This
kind of exponential decay of the error is typical of spectral type errors; however, for this
problem the magnitude of the error is not affected by the time step1t , but only by the
spatial discretization error; i.e., the errors in Fig. 2 are almost independent of the value of
1t . The reason for this is that splitting errors are identically equal zero in 1D, and, the only
source of error in the steady solution of system (2a)–(2d), is spatial discretization error.
Therefore, in order to test all aspects of the numerical approach, a more complex model
problem was constructed.

Following the analysis in [13], a linear stability analysis was performed for the one
dimensional problem described by Eq. (4). The objective of this analysis is to obtain the
least stable eigenmode with respect to perturbations in the transversey-direction, which is
assumed to be infinite in extent. Subsequently this least stable eigenmode is used as an initial
condition for the time integrating scheme described in Section 3 and errors in the value of
the decay rate (eigenvalue), and splitting errors are monitored during the integration. This
new problem involving the integration of the two-dimensional linearized equations has all
the required features to test the numerical scheme. The linearization around the base flow
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FIG. 2. ErrorU0−U0,exact and divergence errorφ= ∂U0/∂x− (∂U0/∂x)exact as a function of number of col-
location points for base flow of model problem.

(T0,U0) is performed as

U (x, y, t) = u′(x, y, t)+U0(x)

V(x, y, t) = v′(x, y, t)

P1(x, y, t) = p′1(x, y, t)+ P1(x) (5)

ρ(x, y, t) = ρ ′(x, y, t)+ ρ0(x)

T(x, y, t) = T ′(x, y, t)+ T0(x),

where the primed quantities on the right side indicate the perturbation field. Substituting
expressions (5) in the equations of motion (1a), (1c), and (1d) and keeping terms of first order
in the perturbation quantities, the following linearized system of equations is obtained:

∂u′

∂t
+U0

∂u′

∂x
+ u′

dU0

dx
= T0

Re

(
∂2u′

∂x2
+ ∂

2u′

∂y2
+ 1

3

∂Q′

∂x

)
− T0

∂p′1
∂x
+ T ′

dU0

dx
(6a)

∂v′

∂t
+U0

∂v′

∂x
= T0

Re

(
∂2v′

∂x2
+ ∂

2v′

∂y2
+ 1

3

∂Q′

∂y

)
− T0

∂p′1
∂y

(6b)
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∂T ′

∂t
+U0

∂T ′

∂x
+ u′

dT0

dx
= T0

Re Pr

(
∂2T ′

∂x2
+ ∂

2T ′

∂y2

)
+ T ′

Re Pr

d2T0

dx2
(6c)

Q′ = ∂u′

∂x
+ ∂v

′

∂y
= 1

Re Pr

(
∂2T ′

∂x2
+ ∂

2T ′

∂y2

)
+ T ′

T0

(
1

Re Pr

d2T0

dx2
− Q0

)
. (6d)

In the derivation of these equations we have used Eq. (4), and the assumption thatα= ν= T ,
whereas terms involving 1/ρ are linearized, to first order, as

1

ρ
= 1

ρ0

(
1− ρ ′

ρ0

)
= T0

(
1− ρ ′

ρ0

)
.

This equation is the linearized form of the equation of state (1b). On the other hand, the
reaction rate (3) is only a function of space, and not of the flow variables. Therefore,
the reaction rate term does not contribute to the linearized equations. Equation (6d) again
replaces the mass conservation equation and has been derived by combining the equations
of energy, state, and continuity. The system (6a)–(6d) is a set of linear partial differential
equations with variable coefficients, since the nonlinear terms have been linearized around
the base solutionU0, T0, and one can find normal mode solutions of this system if periodicity
is assumed in they direction. The normal mode solutions are of the form

u′(x, y, t) = Re
[
ûk(x) eσkt eiky

]
v′(x, y, t) = Re

[
v̂k(x) eσkt eiky

]
T ′(x, y, t) = Re

[
T̂k(x) eσkt eiky

]
p1(x, y, t) = Re

[
p̂1k(x) eσkt eiky

]
(7)

Substituting (7) into (6a)–(6d), the following eigenvalue problem is obtained:

σ ûk = −U0
∂ûk

∂x
− (ûk + T̂k)

dU0

dx
+ T0

Re

(
∂2ûk

∂x2
− k2ûk + 1

3

∂ Q̂k

∂x

)
− T0

∂ p̂1k

∂x
(8a)

σ v̂k = −U0
∂v̂k

∂x
+ T0

Re

(
∂2v̂k

∂x2
− k2v̂k + ik Q̂k

3

)
− ikT0 p̂1k (8b)

σ T̂k = −U0
∂ T̂k

∂x
+ ûk

dT0

dx
+ T0

Re Pr

(
∂2T̂k

∂x2
− k2T̂k

)
+ T̂k

Re Pr

d2T0

dx2
(8c)

Q̂k =
∂ûk

∂x
+ ikv̂k = 1

Re Pr

(
∂2T̂k

∂x2
− k2T̂k

)
+ T̂k

T0

(
1

Re Pr

d2T0

dx2
− Q0

)
(8d)

with boundary conditionŝuk(x=±1)= v̂k(x=±1)= T̂k(x=±1)= 0. In order to calcu-
late the leading eigenvalueσ ∗k (with largest real part), an Arnoldi type method is used [17].
In this method, the largest eigenvalues are computable if we can evaluateLz for various
z={ûk, v̂k, T̂k}T; we need not either evaluateL itself of L−1 or the like.

3. NUMERICAL SOLUTION OF MODEL PROBLEM

The integration of Eqs. (8a)–(8d) is performed using a mixed explicit–implicit splitting
approach. For the numerical solution of this problem, the left-hand sides of Eqs. (8a), (8b),
and (8c), are replaced by the time derivatives ofûk, v̂k, andT̂k, respectively. In this way, the
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numerically calculated decay rate of the least stable eigenmode, used as the initial condition
to the mixed initial/boundary value problem, can be compared with its corresponding
eigenvalue (true decay rate). The formal time integration method is based on backward
differentiation and is the same scheme used to integrate the energy and species equations.
A pressure Poisson equation, similar to that in incompressible flow, is derived for the
hydrodynamic pressurep1, accounting for the nonzero thermal divergence of the velocity
field which is seen as a constraint enforced by the hydrodynamic pressure. In addition,
although the right- and left-hand sides of (8d) have to be equal in the continuous (nondiscrete)
form of the equations, in the following the divergence of the velocity field will be called
Q̂k= ∂ûk/∂x+ ikv̂k, whereas the right-hand side which is only a function of the tem-
perature will be denoted aŝQT,k. The difference between̂Qk and Q̂T,k will be used as a
measure of the error caused by the splitting.

The integration of the momentum equation (8a)–(8b) is explicit for the linearized con-
vective terms, whereas it is implicit for the viscous and pressure terms, as in

J−1∑
q=0

αqûn+1−q
k

1t
= −

J−1∑
q=0

βq

(
U0
∂ûk

∂x
+ ûk

dU0

dx

)n−q

+ T0

Re

(
∂2ûk

∂x2
− k2ûk + 1

3

∂ Q̂T,k

∂x

)n+1

− T0
∂ p̂1k

∂x
+ T̂n+1

k
dU0

dx
(9a)

J−1∑
q=0

αqv̂
n+1−q
k

1t
= −

J−1∑
q=0

βqU0
∂v̂

n−q
k

∂x
− ikT0 p̂1k +

T0

Re

(
∂2v̂k

∂x2
−k2v̂k + ik Q̂T,k

3

)n+1

(9b)

J−1∑
q=0

αqT̂n+1−q
k

1t
= −

J−1∑
q=0

βq

(
U0
∂ T̂k

∂x
+ ûk

dT0

dx

)n−q

+ T0

Re Pr

(
∂2T̂k

∂x2
− k2T̂k + T̂k

T0

d2T0

dx2

)n+1

(9c)

Q̂n+1
T,k =

1

Re Pr

(
∂2T̂k

∂x2
− k2T̂k

)n+1

+ T̂n+1
k

T0

(
1

Re Pr

d2T0

dx2
− Q0

)
. (9d)

The pressure Poisson equation is derived by taking the divergence of the linearized mo-
mentum equations (9a)–(9b) as

∂

∂x

(
T0
∂ p̂1k

∂x

)
− k2T0 p̂1k = −

∑J−1
q=0 αq Q̂n+1−q

k

1t
− ikU0

J−1∑
q=0

βq
∂v̂

n−q
k

∂x

− ∂

∂x

(
J−1∑
q=0

βq

(
U0
∂ûk

∂x
+ ûk

dU0

dx

)n−q

+ T̂n+1
k

dU0

dx

)

+ ∂

∂x

T0

Re

(
4

3

∂ Q̂n+1
T,k

∂x
− ik

J−1∑
q=0

βqω̂
n−q
k

)

+ ik
T0

Re

(
4

3
ik Q̂n+1

T,k +
J−1∑
q=0

βq
∂ω̂

n−q
k

∂x

)
, (9e)

whereω̂k is the vorticity which is equal to ˆωk= ∂v̂k/∂x− ikûk. It has to be noted that
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pressurep̂1k is not governed by a predictive equation (i.e., no term∂ p̂1k/∂t appears in
any of the equations above) and is in equilibrium with the velocity field at each time step.
Therefore, it does not really require a superscriptn+1. The right-hand side of the pressure
equation (9e) does not contain the velocity at the new time leveltn+1. In order to decouple the
pressure and velocity calculation, these terms involving{ûk, v̂k}n+1 in the pressure equation
have been expressed in terms of known quantities. This was performed using the identities

∂2ûk

∂x2
− k2ûk = ∂

∂x

(
∂ûk

∂x
+ ikv̂k

)
− ik

(
∂v̂k

∂x
− ikûk

)
(10a)

∂2v̂k

∂x2
− k2v̂k = ik

(
∂ûk

∂x
+ ikv̂k

)
+ ∂

∂x

(
∂v̂k

∂x
− ikûk

)
(10b)

and by using the irrotational-solenoidal decomposition of the velocity fieldvk= vk,S+ vk,I

(wherevk={ûk, v̂k}) and treating the terms involvingvk,I implicitly (using the known
“thermal” divergence of the velocity field̂Qn+1

T,k ) as

Q̂n+1
k =

(
∂ûk

∂x
+ ikv̂k

)n+1

=
(
∂ûk

∂x
+ ikv̂k

)n+1

I

≈ Q̂n+1
T,k .

The same substitution has been used for the implicit calculation of the viscous terms when
solving for the new velocity components{ûk, v̂k}n+1 in Eqs. (9a)–(9b). SubstitutinĝQn+1

T,k for
Q̂n+1

k in the equations above is only done to decouple the pressure and velocity calculation,
and it does not mean that the difference betweenQ̂n+1

T,k and Q̂n+1
k will be equal to zero at

the end of each time step. In fact, it is this difference that governs splitting errors, which are
analyzed in Section 4. For the solenoidal part, an explicit extrapolation is used, resulting in

ω̂n+1
k =

(
∂v̂k

∂x
− ikûk

)n+1

=
(
∂v̂k

∂x
− ikûk

)n+1

S

≈
J−1∑
q=0

βqω̂
n−q
k .

This procedure is similar to methods used in splitting methods for incompressible flows
(see [13, 18]). The boundary conditions used for the pressure equation are derived by taking
the dot product of Eqs. (6a)–(6b) in the direction normal to the boundariesn (in this case
simply x) and making the substitutions mentioned above. In this way, a Neumann pressure
boundary condition is obtained for Dirichlet velocity boundaries, namely,

∂ p̂1k

∂x
= 1

Re

(
4

3

∂ Q̂n+1
T,k

∂x
− ik

J−1∑
q=0

βqω̂
n−q
k

)
. (11)

In summary, the solution method proceeds as follows: The energy equation is solved inde-
pendently since the convective terms, which couple the energy and momentum equations,
are calculated explicitly. The splitting scheme for the momentum equations involves first
calculating the explicit convective terms and then solving for the pressure from Eqs. (9e),
and (11); subsequently, the incorporation of the pressure correction to the velocity field is
performed, followed by the integration of the viscous part of the momentum equation which
is performed implicitly. The boundary conditions for the velocity are incorporated in the
viscous step as well. The solution procedure is then completed by choosing a method for
the spatial discretization. The methods used in this work are either global spectral methods
or spectral element methods, which are described extensively in [19–22].
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In the following section, it will be demonstrated that the splitting procedure described
in this section gives overall high-order accuracy in time and minimal errors in mass con-
servation, or so-called splitting errors. The behavior of these errors is obtained using an
approximate asymptotic analysis. It is shown that splitting errors are always smaller than
the formal truncation errorO(1t J) of the Jth-order integrating scheme.

4. ERROR IN MASS CONSERVATION DUE TO SPLITTING

In order to obtain an estimate for splitting errors, an equation for the difference between
the divergence of the velocity field̂Qn+1

k and the “thermal” divergencêQn+1
T,k has to be

obtained. The “thermal” divergencêQn+1
T,k is viewed as a constraint on the velocity field,

the same way that condition̂Qn+1
k = 0 is a constraint for incompressible flow. In order to

derive an equation for the differenceφ= Q̂n+1
k − Q̂n+1

T,k , we combine the divergence of
Eqs. (9a) and (9b) and Eq. (9e) to obtain

(
γ0

1t
+ k2

Re

)
φ − 1

Re

∂

∂x
T0
∂φ

∂x
= ik

∂T0

∂x

(
ω̂n+1

k −
J−1∑
q=0

βqω̂
n−q
k

)
. (12)

This is an elliptic (variable coefficient Helmholtz) equation for the differenceφ= Q̂n+1
k −

Q̂n+1
T,k , between the divergence at time steptn+1 and the value dictated by the energy equation

from Eq. (9d). It was mentioned in the beginning of Section 2 that a purely 1D problem is not
sufficient to assess the behavior of splitting errors. Although Eq. (12) is one-dimensional,
it is the result of the two-dimensional linear stability analysis, described in 3, and has all
required features to test the numerical scheme. For example, the same equation for a purely
1D problem is homogeneous, since in that case, the only relevant wavenumber would be
k= 0. The right-hand side of this elliptic equation is nonzero only when the viscosity is
variable, i.e. whenT0 is not constant. For a general nonlinear problem, this viscosity is not
only a function of the base temperatureT0, but of the total temperature and the species
concentrations as well; its simple form here is only a result of linearization. In addition,
the right-hand side of (12) is of orderO(1t J), whereJ is the order of the time stepping
used (typically up toJ= 3), and its maximum isO(1t). To find the boundary condition
for (12), Eqs. (11) and (9a) are combined to obtain

4

3

∂φ

∂x
= −ik

(
J−1∑
q=0

βqω̂
n−q
k − ω̂n+1

k

)
. (13)

Both Eq. (12) forφ and its boundary condition (13) have a nonhomogeneous part which
scales withO(1t J). The nonzero boundary condition (13) is the cause of splitting errors
that also appear in incompressible flows (homogeneous solution), whereas the nonzero
right-hand side of Eq. (12) is the part of the error which is caused by the compressibility,
and only when the kinematic viscosity is spatially varying.

In this section, the error in mass conservation due to splitting will be analyzed for the
case of small values of1t/Re. A one-dimensional problem, which incorporates most of
the important features of the problem, is used for the asymptotic study. It is assumed that the
temperatureT varies in layers of thickness much larger than the length scale(1t/Re)1/2.
This means that if the temperature has a local structure somewhere similar to tanh(x/δ),
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typical of flame fronts, then the length scaleδÀ (1t/Re)1/2. The domain of interest extends
from x=−1 to x=+1, and the boundary conditions are derived from (12). Equation (12)
becomes

ε2φ′′ + ε2a(x)φ′ + b(x)
(
γ0+ ε2k2

)
φ = ε2a(x)1ωs, (14)

whereas the boundary conditions are

φ′(±1) = 3

4
1ωs|±1. (15)

Hereφ= Q̂n+1
k − Q̂n+1

T,k ,1ωs= ik(ω̂n+1
k − ∑J−1

q=0 βqω̂
n−q
k ), andε= (1t/Re)1/2. Because

ω̂k has the opposite parity of̂Qk, the right side of Eq. (14) has the same parity with the left
side. The functionsa(x) andb(x) are given bya(x)= T ′0/T0 andb(x)=−1/T0. It will be
assumed later that1ωs is of order1t J everywhere, forJth-order time stepping, in order to
get global estimates forφ.Equation (14) is a nonhomogeneous singularly perturbed ordinary
differential equation. The problem is divided into two separate problems, one with nonzero
right-hand side and zero boundary conditions (the particular solutionφP, corresponding to

FIG. 3. Distribution of temperature and divergence error forε= 0.05, δ= 0.1, and1ωs= ε2.



                 

BENCHMARK FOR LOW SPEED COMPRESSIBLE CODES 701

errors because of compressibility), and one with zero right-hand side and nonzero boundary
conditions (the homogeneous solutionφH , corresponding to standard splitting errors). A
particular solution to this equation is found by first constructing the Green’s function of
the differential operator of Eq. (14) using the WKB method and then finding the particular
solution of the nonhomogeneous problem. Using WKB, it is found that the general solution
has the form toO(ε)

φ(x) = A±T−1/4 exp

(
±1

ε

∫ x dt

T1/2(t)

)
, (16)

whereA± are constants determined by the boundary conditions. The solutionsφP andφH

are found, to leading order, to be

φP(x) = ε21ωsT
′(x)+O(ε41ωs

)
(17)

φH (x) = 3
4ε1ωs|±1T−1/4(x) f (x)+O(ε21ωs|±1

)
. (18)

This means that if the quantity1ωs is globally of order1t or ε2Re (for a first-order overall
scheme), the overall error in the interior of the domain, because of the inhomogeneity of
(14), isO(1t2/Re). Similarly the error in the interior for a time integration scheme of order

FIG. 4. Distribution of eigenvaluesσk for the linear stability problem withδ= 0.2.
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J would beO(1t J+1/Re). For simplicity we have assumed that1ωs(−1)=1ωs(+1).
On the other hand, again assuming that1ωs(±1) is O(ε2 Re), the error close to the do-
main boundaries, which is the effect of nonhomogeneous boundary conditions, becomes
O(1t3/2/Re1/2). This estimate is true in boundary layers ofO(ε) close to the boundaries
x∼±(1− ε), where the functionf (x) gives an overall contribution ofO(1). In the rest
of the domain, the functionf (x) in (18) is exponentially small. Therefore, the error in
mass conservation isO(1t J+1/2/Re1/2) in boundary layers ofO(ε) away from the bound-
aries, whereas it isO(1t J+1/Re) in the interior of the domain for a generalJth-order time
integration scheme.

In Fig. 3, we plot the distribution of the two sources of divergence error, from the nonzero
inhomogeneity and the nonzero boundary condition respectively. The case plotted is for
ε= 0.05, δ= 0.1, and1ωs= ε2, and corresponds to the temperature profile,T = 0.5(3+
tanh(x/δ)), shown in Fig. 1.

5. NUMERICAL RESULTS

The eigenspectrum of (8a)–(8d) for different values of they-wavenumberk is calculated
using the numerical approach described at the end of Section 2 for the caseδ= 0.2 and
Re=Pr= 1. The least stable eigenvaluesσ ∗k of this system are plotted in Fig. 4 as a function

FIG. 5. Least stable eigenvector fork= 1, δ= 0.2, and Re=Pr= 1.
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FIG. 6. Error in decay rateσe using different order integrating schemes.

of k. As can be observed from the figure for high values of the wavenumberk the spectrum
behaves like−k2 as expected, since small scales are viscously damped.

The least stable eigenvector fork= 1 corresponding to the leading eigenvalue ofσ ∗1 =
−3.37684537615 is plotted in Fig. 5. This eigenvector was subsequently used as an initial
condition for the solution of system (9a)–(9e) as an initial-boundary value problem using
the numerical approach described in Section 3.

In Fig. 6, the error in the value of the decay rate, as obtained by a time-dependent simu-
lation of the linearized two-dimensional problem, using first, second, and third order time
integrating schemes, is shown. As can be observed from this figure, first, second, and third
order accuracy is obtained, respectively, for each of the schemes used, which demonstrates
the fact that splitting errors are of higher order and do not destroy the formal order of accu-
racy. The spatial resolution used in these simulations was 257 Legendre collocation points
in thex-direction.

In addition, the value of the error in mass conservation is plotted as function of1t in
Figs. 7a and 7b. The divergence errors at the domain boundary (a) and at the middle of
the domain (b) are indicated as symbols in these plots for different time stepping orders
and values of1t ; also shown as lines in these plots are the asymptotic estimates obtained
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FIG. 7. Distribution of mass conservation errors at (a)x=−1 and (b)x= 0, respectively, forfirst, second,
andthird order, respectively.

in Section 4. As can be observed, when the value ofε= (1t/Re)1/2 is small enough with
respect to the “flame thickness” (hereδ= 0.2), i.e. when1t ≤ 0.01 (for Re=Pr= 1), the
results of the asymptotic analysis agree well with the smulations. Also, for very low values
of1t the errors for the third-order scheme are very close to the spatial discretization errors
(which for 257 Legendre points leads to a spatial error ofO(10−12)), saturating at roundoff
error. Therefore, the estimates obtained for the behavior of splitting errors and the overall
accuracy of the numerical scheme are fairly reliable.

6. CONCLUSIONS

In this work, we have presented and analyzed a quasi-two-dimensional model problem,
which can be used as a benchmark problem for verification of numerical methods for the
solution of low speed compressible reactive flow problems with applications in combustion.
Since an expansion in terms of normal modes is used in one direction (y), the computational
cost associated with the solution of this problem is essentially the same as the cost of a
1D problem. This model problem was constructed because of the need to analyze a new
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numerical approach for the low Mach number equations and to quantify its error behavior in
a nontrivial case; the sensitivity of the decay rate of the least stable eigenmode of the model
problem to small perturbations provides a challenging test-case for numerical algorithms.
Moreover, the solution of this quasi-two-dimensional problem provides information on the
spatial distribution of errors and, in particular, of splitting errors and allows for the evaluation
of the overall convergence rate of the methods used.

Numerical experiments based on the model problem were performed and were used
for the testing of a recently developed numerical approach for these types of problems;
numerical results were compared with asymptotic estimates for the behavior of splitting
errors and were found to be in agreement. Splitting errors were found to be smaller than the
formal truncation errors of the integrating scheme; moreover, our numerical approach leads
to overall high order accuracy in time with minimal errors in mass conservation as well as
to a partially decoupled solution procedure. The benchmark problem presented here can
be used by other researchers for detailed analysis of the error behavior of other numerical
methods.

This work was supported by ARPA/ONR URI Grant N00014-92-J-1796. Part of this
work was completed while the first author was at the Institute of Energy Technology/LVV
of the Swiss Federal Institute of Technology, Zurich (ETHZ), Switzerland.
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